
Transformers and attention-based networks in quantitative
trading: a comprehensive survey

Lucas Coelho e Silva
Aeronautics Institute of Technology

Brazil
coelho@ita.br

Gustavo de Freitas Fonseca
Aeronautics Institute of Technology

Brazil
gustavo.fonseca@ga.ita.br

Paulo Andre L. Castro
Aeronautics Institute of Technology

Brazil
pauloac@ita.br

Abstract
Since the advent of the transformer neural network architecture,
there has been a rapid adoption and investigation of its applicabil-
ity in various domains, such as computer vision, speech process-
ing, and natural language processing, with the latter most notably
exemplified by the rise of Large Language Models. These accom-
plishments have also led to increased interest in other network
architectures that rely on attention mechanisms, one of the build-
ing blocks of transformers. Transformers and other attention-based
networks are being applied to the quantitative analysis, manage-
ment, and trading of financial assets, be it for price movement
prediction, discovery of trading strategies, portfolio optimization,
and risk management. The applications range across different asset
categories, including equity markets, foreign exchange pairs, cryp-
tocurrencies, and futures markets. This survey aims to provide a
comprehensive overview of the applications of attention-based net-
works within the field of quantitative analysis, management, and
trading of financial assets. After a brief overview of transformers
and attention mechanisms, we analyze the existing applications of
these architectures for quantitative finance in a taxonomy of four
specializations: Alpha Seeking, Risk Management, Portfolio Con-
struction, and Execution. After comparing the literature in light of
the research problems, modeling approaches, and complementary
results, we discuss current challenges and research opportunities.
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1 Introduction
Artificial Intelligence (AI) has impacted several areas, with sig-
nificant effects in finance, where various machine learning (ML)
techniques are being employed to tackle complex challenges. More
recently, the field of quantitative finance has been invested in novel
research opportunities created by the introduction of attention-
based neural networks. Among such architectures are transformers,
a deep-learning neural network architecture that led to massive
impacts in Natural Language Processing (NLP) [47], fueling the
rise of Large Language Models (LLM) [6, 10, 45]. Building on at-
tention mechanisms, transformers capture sequential patterns and
long-range dependencies with no convolutions nor recurrence ar-
rangements while being notably parallelizable [46]. Since its advent,
there has been a rapid adoption and investigation of its applicability
in many domains, such as computer vision [30] and speech process-
ing [20]. These accomplishments have also led to increased interest
in other neural network architectures that rely on attention mech-
anisms, one of the building blocks of transformers. The growing
number of research initiatives on the application of these attention-
based neural network architectures arise in various disciplines of
the quantitative analysis, management, and trading of financial as-
sets field, be it for price movement prediction [25], high-frequency
trading [3, 18], portfolio optimization [42], order placement and ex-
ecution [1], or risk management [38]. The applications range across
different asset categories, including equity markets [29, 50], for-
eign exchange (Forex) pairs [12], cryptocurrencies [19], and futures
markets, such as the crude oil market [15].

Influenced by its novelty, current literature on quantitative analy-
sis, management, and trading of financial assets has targeted explor-
ing the usage of transformers and other attention-based networks
rather than providing an outlook of its building blocks, typical use
cases, challenges, and future research directions.

This survey aims to fill this gap by providing a comprehensive
overview of the applications of these neural networks within quanti-
tative trading, whether it relates to its fundamentals and underlying
theoretical tools, such as time-series prediction tasks or through its
direct specializations, such as market risk management tools or the
creation and operationalization of trading signals and allocation
models that target alpha generation.

The remainder of this paper is structured as follows: Section 2
provides a brief overview of transformers and attention mecha-
nisms, and discusses the characteristics of transformers that both
justify the research interest and lead to the applications in quanti-
tative finance, especially for tasks that deal with tradable financial
assets. Section 3 presents an outlook of how transformers are be-
ing used in quantitative trading, inspecting current literature for
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common aspects of research, modeling approaches and major chal-
lenges that lead to future research opportunities. Finally, Section 4
details the conclusion by summarizing current research and future
possibilities.

2 Basics of transformers and attention-based
networks

In this section, we briefly cover the basics of transformers and other
attention-based neural networks. We intend to provide the intuition
behind these networks and their building blocks before discussing
the aspects that justify and ground research of their applications
within the field of quantitative analysis, management, and trading
of financial assets, i.e., what about these designs make them a viable
alternative for the field, and which of their features have sparked
interest for research in this domain.

The development of transformers, proposed by [46], stems from
the field of neural machine translation. It is a subfield of statistical
machine translation (SMT) that uses neural networks for translating
text from one language to another, with a single large model taking
a sentence in one language and outputting the same sentence in
another.

A core development in this field that ultimately led to the for-
mulation of transformers is the introduction of the attention mech-
anism by [2]. It was designed to tackle the information bottleneck
challenge within Encoder-Decoder Recurrent Neural Networks
(RNN) [9] for sequence-to-sequence modeling [43]. Because the
decoder of an RNN only has access to the final state of the en-
coder, the encoder has to represent the meaning of the entire input
sequence. Attention is precisely the mechanism that allows the
decoder to access all of the encoder’s hidden states. Nevertheless,
relying simultaneously on all states would drastically increase the
dimensionality of the decoder inputs. Thus, the design of attention
includes a weighing mechanism to define which encoder states to
prioritize or “attend”. This enables the attention-based models to
learn to focus on the most essential parts of a sequence for each in-
stant, creating ways to represent various alignment arrangements.

Transformers keep the Encoder-Decoder approach and extend
the concept of attention, relying on a self-attention design. It abdi-
cates from recurrences and convolutions [46], allowing for large
sequences to be used within a weighted averaging mechanism that
generates attention scores for each sequence component. Particu-
larly, transformers implement the self-attention layer via the scaled
dot-product attention, a formulation that computes the attention
scores by using dot products as a similarity function, including a
scaling factor to prevent large numbers. By dropping the recur-
rence, however, transformers demanded a new mechanism for rep-
resenting the relative positions between the sequence points, a
problem solved by adopting positional encodings [46]. Lastly, the
self-attention mechanism is implemented with multiple attention
heads, which, in practice, allows for the model to focus on several
aspects of similarity simultaneously.

The clear modularization that leads to the separation of concerns
within the design of transformers promotes research that tackles
modifying the architecture for different tasks. For instance, the lit-
erature and current practice have also explored decoder-only [37]
and encoder-only [10] designs. These are particularly suitable for

autoregressive behavior and conversion of inputs into meaning-
ful numerical representations, respectively. Furthermore, architec-
ture modifications might target different goals, such as reducing
complexity and adding priors to the attention mechanism [17],
or providing variants that target specific data structures and pat-
terns, such as improving the efficiency of Transformers for long
sequences [23] or better representing autocorrelation phenomena
and seasonality in long-term time series forecasting [49, 54, 55].
This ultimately originated several transformer-inspired networks,
such as Gaussian Transformers [14], and the Reformer [23], In-
former [54], Autoformer [49], and FEDformer [55] architectures.

In finance, transformers have been driving research interest due
to a few factors. First, as they were originally designed to handle
text sequences, it is straightforward to apply them to other types
of sequential data, including time series data, which is prevalent
in the field. Second, their attention mechanisms can potentially
identify relevant market factors, including phenomena at differ-
ent timescales, while their scalability allows for analyzing large
amounts of market data. Finally, the modularized design adds flexi-
bility that allows for exploring novel architectures tailored to suit
the needs of quantitative analysis, management, and trading of
financial assets.

3 Transformers in quantitative trading
In order to fulfill our objective of providing a comprehensive over-
view of the applications of transformers and other attention-based
neural networks for quantitative trading, we select references that
thoroughly represent the possibilities of research, applications, and
challenges within the field. We analyze current literature related to
both the fundamental disciplines that compose the field, as well as
to its direct specializations that deal with the creation and opera-
tionalization of trading signals and allocation models that target
alpha generation or applications for managing and minimizing
market risk. We are thus interested in any phase of a development
process whose final stage enables the interface between a system
and a market via a set of algorithms without human discretionary
intervention, including every aspect that influences the decision of
which market and instrument to choose, which market action to
take and when, until which condition to hold a decision, the criteria
that lead to the decision, and so forth. Therefore, we include in our
analysis a broad number of topics that range from the character-
ization of market data – such as time series of price data, which
could drive the discovery of trading signals – to order execution
mechanisms particular to a given market.

We examine the existing applications of transformers and other
attention-based networks from the perspective of specializations
within the field of quantitative trading. Namely, we focus on the four
specializations described by [33]: Alpha Seeking, Risk Management,
Portfolio Construction, and Execution. This is complemented by the
analysis of research regarding its discipline and core tasks, such as
financial time series forecasting, market point prediction, character-
ization, and others. Finally, it is noteworthy that the specializations
and disciplines are often self-interacting and complementary ap-
proaches rather than competing and non-intersecting ones, making
the delineation between these fields nuanced and less distinct in
certain applications.



Transformers and attention-based networks in quantitative trading: a comprehensive survey ICAIF ’24, November 14–17, 2024, Brooklyn, NY, USA

3.1 Alpha Seeking
Central to general quantitative finance and with results that directly
impact the developments of Portfolio Construction, Risk Manage-
ment, and Execution, the specialization of Alpha Seeking provides
a comprehensive set of components and techniques that serve as a
backbone of the field of quantitative trading both in terms of mod-
eling as well as the construction real-world systems that interact
with financial markets. It ranges from fundamental investigations,
such as forecasting market time series, to applied techniques that
focus on evaluating a model’s outputs within market scenarios via
techniques such as backtesting. The applications include various
asset classes and trading regimes, such as Low-Frequency Trading
(LTF) and High-Frequency Trading (HFT), and investigate multiple
data sources, such as price data, fundamental data, and sentiment
data from text sources.

In this sense, the opportunities for exploring statistical learning
techniques are manifold, and novel ML designs promptly trigger
research interest within the specialization. This is precisely the case
with transformers and other attention-based networks, with recent
literature focusing on their applicability for the direct development
of trading signals and algorithms or characterization and prediction
of future market states. Recent investigations on Alpha Seeking
examine topics such as the suitability of these architectures for
price movement prediction and mining of trading signals, including
different sources and arrangements of data; effects of ensembles of
attention-based models; extraction of features for financial model-
ing; impacts of model specialization, both in terms of data sources
as well as different aspects of a quantitative trading problem; and
novel attention-based architectures tailored for the specific tasks
related to constructing an alpha model.

On the development of novel transformer-based architectures,
for instance, [3] investigates the application of different attention-
based designs for forecasting the log-return of Bitcoin within an
HFT trading strategy application that relies on Limit Order Book
(LOB) data. In addition to the transformer, they investigate the
Autoformer [49] and FEDformer [55] variants alongwith a proposed
HFformer architecture that performs quantile regression of the
log returns while featuring time-dependent spiking activation [4]
functions with learnable thresholds. While there are only two days
of out-of-sample backtesting, HFformer achieved higher cumulative
profit-and-loss (PnL) results when compared with the Long short-
term memory (LSTM) baseline while also outperforming the other
transformer-based architectures.

A comprehensive group of attention-based networks is also ex-
plored by [5] for tasks of forecasting the LOB mid-price, the LOB
mid-price difference, and the LOB mid-price movement. They de-
fine an LSTM-based architecture as the benchmark and compare
it to the performance of transformers, Autoformers [49], Inform-
ers [54], Reformers [23], and FEDformers [55]. The study finds
the LSTM-based network to yield better and more robust predic-
tions regarding price differences and price movements, with the
transformer-inspired models outperforming during the absolute-
price sequence prediction task. Nevertheless, the attention-based
architectures also displayed profitable results under the study’s
experimental setup.

Generating signals for HFT in Forex markets is the focus of [18].
For that, they adapt the canonical transformer architecture by re-
moving the decoder while focusing on representing the market data
on different time scales. While it lacks the description of the naive
strategy used as a benchmark, the research suggests transformers
to be a promising technique for the discovery of profitable trading
strategies.

The models can also be constructed with different feature space
dimensions. [11] investigates the application of a transformer with
time embeddings for Forex price movement prediction while also
assessing whether multivariate features from fundamental and tech-
nical analysis improve performance. After backtesting the model
predictions, the study suggests performance improvements with the
multivariate features for the transformer architecture, which outper-
formed the benchmark. Similarly, [12] further explores applications
of transformers for Forex trading and focuses on intraday opera-
tions to investigate whether transformer-based networks exhibit
predictive capabilities in this market. According to the reported
results, the transformer-based approach yielded better performance
than the ResNet-LSTM benchmark.

Alternative to the definition of LSTMs purely as benchmarking
tools, the literature also investigates the integration between LSTMs
and attention-based networks. For instance, [29] investigates the
forecasting of market trends within a Non-stationaryMarkov Chain
(NMC) approach with a combination of Bidirectional Encoder Rep-
resentations from Transformers (BERT) and LSTM networks. The
designed architecture achieved satisfactory metrics in terms of
forecasting accuracy and annualized returns of the trading signals.

Whether combining multiple models is beneficial is also a re-
search question that sparks interest. [35] investigates ensemble
mechanisms of temporal transformers trained with sliding win-
dows for price forecasting in equity markets. The study first points
out the inability of canonical transformers to capture the mar-
ket volatility in local contexts. To counteract this shortcoming,
they propose temporal transformers with similarity embeddings
for improving performance in multi-horizon forecasts. While the
temporal transformer models present over 40% in performance im-
provements when compared to the base one, they are frequently
unable to fully utilize the time series data. The results also suggest
that the ensemble model leads to performance improvements, as it
potentially uses learners focused on heavily disjoint periods.

The different ways to arrange price data, the integration of mul-
tiple data sources, and the variety of time frames also lead to in-
vestigations. For instance, [15] apply the vanilla transformer archi-
tecture for price prediction of Shanghai crude oil futures based on
Open-High-Low-Close (OHLC) price data. The achieved results of
up to 30% increase in performance metrics, along with the attained
backtesting results, suggest the transformer model presents out-of-
sample forecasting capability in various time frames, ranging from
30 minutes to monthly frequencies.

Regarding secondary data sources that go beyond direct market
data such as prices and volumes, [25] propose a so-called trans-
former-encoder-attention network architecture for extraction of
financial features from social media text and use it in combination
with stock prices for the ultimate goal of price movement predic-
tion via a classifier in equity markets. While the results were not
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validated in terms of backtests but rather statistical learning met-
rics such as accuracy and Matthew’s Correlation Coefficient, they
suggest the superior performance of the attention-based networks
when compared with benchmarks such as autoregressive and LSTM
models.

There are multiple approaches to sentiment and text analysis,
however. A different approach from that of [25] is to directly apply
LLMs for processing text, such as news data, as a way to derive novel
features and trading signals. LLMs are being thoroughly explored
for finance applications, and [26] presents a practical survey focused
on a broader view of the topic. Here, we discuss solely the direct
implications for quantitative trading.

For instance, [31] addresses whether Generative Pre-trained
Transformer (GPT)-based and other LLMs can analyze news of a
particular firm and assess if the reported content is neutral, positive,
or negative for the company stock prices, all done via prompts. They
compare the recommendations with the next day stock returns and
find positive correlations between GPT-3 and GPT-4 analyses with
the following returns, especially for stocks with smaller market
capitalization values, while simpler models such as GPT-1, GPT-2,
and BERT do not possess predictive power. The results indicate
that state-of-the-art LLMs are a promising alternative to traditional
methods of sentiment analysis. However, validation is particularly
controversial when using pre-trained proprietary models. Even
though researchers rely on the fact that LLMs were trained with
information up to a point in time to define the cut-off dates for the
out-of-sample data, the fine-tuning processes constantly happening
beyond the pre-training dates can introduce new information and
lead to data leakage.

These same predictive behaviors arise in cryptocurrencymarkets,
as shown by [19], with the difference that even simpler models like
BERT contribute to positive performance metrics when applied
within a Bitcoin trading system that incorporates the sentiment-
based extracted features.

Another topic of research is investigating if constructing spe-
cialized models for different languages yields more precise and
informative sentiment analysis. In this scope, [52] focuses on deriv-
ing a technical indicator that measures the level of desirability to
invest in Chinese company stock. They compare the results gener-
ated by baseline LLMs with Erlangshen, a model trained on Chinese
corpora. The results indicate that, despite the order of magnitude
difference in the number of parameters of the much smaller Er-
langshen model, the application of pre-training and fine-tuning
techniques specific to the local language yields better results for
the extracted trading signal.

Alternatively, whether a model should specialize in simultane-
ously learning multiple aspects of the problem is also a topic of
research interest. [48] focuses on constructing a model that can
learn both the position side and size for trading futures contracts
based on price series solely. It does so by directly optimizing the
Shape ratio during model training. The proposed Momentum Trans-
former model builds on the concept of Temporal Fusion Transform-
ers (TFT), a hybrid architecture that, like [29], combines LSTMs and
self-attention-mechanism capabilities. In addition to outperforming
the pure LSTM-based model used as the benchmark, the proposed
Momentum Transformer is interpretable and provides insights into
trading strategies.

A different learning approach to modeling both trade directions
and optimum sizing mechanisms is reinforcement learning (RL).
[50] utilizes both transformer-based and U-Net neural networks
within a deep RL context with the proposal of an end-to-end model
for single stock trading named DRL-UTrans. The model takes as in-
puts windowed stock price sequences and outputs both the trading
action and the weight of the action. The study indicates that DRL-
UTrans outperforms the baseline approaches while also suggesting
its effectiveness when facing market volatility and crashes.

3.2 Risk Management
Modeling risk is crucial to the field of quantitative analysis, man-
agement, and trading of financial assets. This is demonstrated by
the multiple approaches that inherently take risk factors into con-
sideration within all of the other three defined specializations. Nev-
ertheless, Risk Management provides its own applications for a
broader identification, assessment, and mitigation of potential risks
associated with financial markets, thus deserving dedicated atten-
tion.

Statistical learning applications are particularly useful for tasks
such as the prediction of market volatility and tail risks. When
using attention-based networks, the application of these designs
could be within hybrid approaches, combining the usage of neu-
ral networks with canonical methods, or within self-contained,
attention-first applications. For instance, [38] targets the problem
of creating accurate models for stock-index volatility that yield
appropriate risk measures of equity markets. This application com-
bines several autoregressive models and LSTM units with both the
vanilla transformer and the Multi-Transformer, with the latter be-
ing an ensemble-based variant of the base architecture. The results
suggest that, while the hybrid models based on multi-transformers
heavily rely on regularization during the training process, they lead
to more accurate risk measures when compared to other autore-
gressive algorithms and modeling approaches based on LSTMs or
feed-forward networks. [41] evaluates a comprehensive group of
stocks and attention-based networks to forecast realized volatility,
addressing the claims made by [51] that attention-based models
show limited capability of handling time-indexed data. It explores
different forecast horizons (one business day, one business week,
and two business weeks ahead forecasts) with the application of
TFT [28], Informer [54], Autoformer [49], and PatchTST [34] net-
works. The results, addressed in light of the comparisons against
benchmarks that include Neural Basis Expansion Analysis for Inter-
pretable Time Series with exogenous variables (N-BEATSx), Neural
Hierarchical Interpolation for Time Series (NHITS), and Hetero-
geneous Autoregressive (HAR) formulations, suggest that first-
generation transformers, such as TSTs, underperform in financial
forecasting. Nevertheless, the second-generation models of Inform-
ers, Autoformers, and PatchTSTs display efficient results even in
scenarios with limited historical data. For instance, the investigated
Autoformer outperformed in short-term forecasting tasks, and the
results indicate the benefits of nuanced applications of these net-
works, tailored to specific contexts of data availability and forecast
horizons.

The prediction and characterization of volatility also play an
essential role in the market of options, with implications for pricing
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these derivatives as well as the development of hedging strategies.
This is the focus of the approach proposed by [21], which presents
five different neural-network architecture designs to predict the
volatility surfaces based on S&P 500 options data. The research
explores the application of standard physics-informed neural net-
works, convolutional long-short-term memory (ConvLSTM) net-
works, self-attention ConvLSTMs, and a so-called physics-informed
convolutional transformer. By focusing on a novel physics-informed
network design, the solution process benefits from taking into
consideration the governing differential equations and necessary
boundary conditions directly on the loss function to be minimized.
While the five different architectures are able to successfully predict
volatility surfaces, the novel architecture based on convolutional
layers and transformers outperforms the other formulations.

Finally, [44] tackles the research problem of the effective hedging
of derivatives via SigFormer, a modeling approach that combines
path signatures with transformers, as a way to effectively capture
and represent complex patterns as well as extracting features from
those sequences. SigFormer presents a faster learning process and
robustness on simulated environments with synthetic data and
displays positive results on backtests with S&P 500 index hedging.

3.3 Portfolio Construction
Portfolio Construction is one of the core and most thoroughly
researched specializations in the field of quantitative analysis, man-
agement, and trading of financial assets. By focusing on the iden-
tification of efficient mixtures of alpha models and rebalancing
mechanisms through time, this specialization creates opportuni-
ties for the development of models with multiple responsibilities
and closely interfaces with the developments of Section 3.1, es-
pecially regarding tasks on predicting future asset performance.
Because the optimum mixtures heavily rely on past performance
and forecasts of future behavior, the application of neural networks
with self-attention mechanisms has driven research interest. Recent
research encompasses applications of these transformer-inspired
networks for tasks that include the ranking of financial instruments;
investigation of different attention formulations and their impact
on portfolio construction; direct learning of optimum portfolio
weights with custom loss functions; and deep RL-based approaches
for estimating policies for constructing portfolios.

For instance, [39] proposes the Rank Transformer, a model that
follows the Learning to Rank (LTR) approach to portfolio construc-
tion. It closely follows the canonical Transformer implementation,
with minor adjustments on activation functions and normalization
techniques. It incorporates the ranking objectives directly on the
training process by optimizing the Normalized Discounted Cumula-
tive Gain, in addition to returns, and delivers superior Shape Ratio
and annualized returns than baseline methods such as the minimum
variance and hierarchical risk parity strategies for both equity and
Forex markets.

On another approach, [53] relies on time series market data of
Chinese stocks for building a model that predicts stock returns
within a portfolio construction context. They apply transfer learn-
ing from sentiment analysis as an attempt to capture long-range
dependencies on the data. In terms of network architecture, [53]
replaces the word embedding layer of the canonical transformer

with a standard linear layer while also simplifying the decoder
with the removal of autoregressive properties. In this modeling
approach, the ranking of the predicted returns yields the stock
portfolio, and the transformer-based approach yielded superior per-
formance in predicting trends when compared to benchmarks while
also delivering satisfactory risk-adjusted performance metrics.

The emphasis on risk-adjusted performance metrics within port-
folios is also a goal of [42], as it introduces the direct adoption of
risk-averaged returns as the objective function of the neural net-
work training process. The network is designed to directly output
the weight of each stock, from -1 (maximum short position) to 1
(maximum long position), and it is composed of convolutions and
graph attention mechanisms, with the former being responsible
for the direct processing of the raw financial features. The cho-
sen model outperformed the selected benchmarks, both in terms
of financial portfolio metrics and statistical learning performance
metrics.

Similarly focusing on risk-adjusted performance metrics within
portfolios, [7] investigates different formulations of the attention
mechanism within network architectures trained with a custom
Sharpe Ratio loss function for composing portfolios. The study
pairs additive attention and self-attention mechanisms with LSTMs
and RNNs with Gated Recurrent Units (GRU), compared against
the RestNet architecture, as well as vanilla LSTMs and GRUs, with
results indicating better performance by the models with additive
attention paired with GRUs.

The Portfolio Construction specialization is also comprehensive
in terms of the scope of assets, ranging from equities to cryptocur-
rencies. In particular to the latter, [40] proposes a method named
the N-BEATS Perceiver, an attention-based design constructed on
top of the Perceiver IO architecture [16], applied within a task of
univariate time series point forecasting of cryptocurrency prices,
closely related to the developments of Section 3.1, but also with
portfolio construction applications. The proposed model outper-
forms the other investigated approaches in terms of portfolio risk
profile and forecast accuracy. The study also provides insights into
the scalability of transformer-based models by mentioning that the
N-BEATS transformer variant presented sharp increases in memory
during operations, in contrast to the better-performing N-BEATS
Perceiver.

Finally, as in Alpha Seeking, RL is an alternative learning ap-
proach to modeling the portfolio construction problem. [22] ex-
plores a deep RL actor-critic formulation with the proposition of
a variation of the transformer architecture that implements two-
dimensional, relative position multi-head attention with gating
layers. The proposed workflow relies on the transformer variant
for both actor and critic, including the target function approxi-
mators. The portfolio performance analysis includes costs, with
the proposed design outperforming alternative approaches such as
Markowitz’s Mean-Variance model and a uniform constant rebal-
anced portfolio.

3.4 Execution
While the discovery of trading signals and profitable trading strate-
gies is of cornerstone relevance to the field of quantitative analysis,
management, and trading of financial assets, being able to ensure
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that the strategies are accurately reproduced in real-world applica-
tions with efficient market operations is fundamental. This gives
rise to the specialization of Execution, which deals with core disci-
plines such as order management and trade processing. Relevant
statistical learning tasks involve predicting and modeling order
book dynamics and market liquidity, as well as the investigation of
different order placement strategies.

One of these tasks refers to the problem of estimating the time-
to-fill – i.e., the amount of time it takes to fill a limit order placed
on the order book. [1] estimates the time-to-fill of orders placed
in different book levels on Nasdaq. They investigate the usage of
attention-based networks within a survival analysis framework
and find that the convolutional attention network outperforms
the state-of-the-art benchmark. Nevertheless, the results were not
validated in terms of direct market application and simulation,
leaving opportunities for future research.

A different problem within the specialization is modeling the
order book dynamics in financial market simulations (FMS). The
task is non-trivial, especially regarding the calibration of the gener-
ative process in a way that provides a good representation of the
observed data in actual markets. For that, [27] focuses on learning
vectorized representations of the LOB for calibrating a Preis-Golke-
Paul-Schneid (PGPS) FMS model. It does so with an autoencoder
neural network design with stacked transformer blocks for cap-
turing temporal correlations and reconstructing the data, finding
the proposed model to outperform in terms of reconstruction er-
rors against other neural network approaches such as LSTMs and
Convolutional Neural Networks (CNN). [36] carries out a similar
approach to learning vectorized LOB representations via a trans-
former autoencoder but with different end goals. Instead, it targets
modeling normal behavior for anomaly detection within the LOB,
achieving state-of-the-art performance.

Finally, optimal execution and operationalization tasks are no-
tably close to market-making (MM) initiatives. For instance, [13]
relies on pre-trained networks with convolutions and transformers
layers for LOB feature extraction within MM. The approach out-
performed the baselines on a simulated environment while also
providing explanatory insights on the dynamics of MM agents.

3.5 Summary of findings, common aspects of
research and open challenges

The choice to define and categorize the research initiatives in the
four specializations of Alpha Seeking, Risk Management, Portfolio
Construction, and Execution provides us with the building blocks
for finally establishing a comprehensive view of the application of
attention-based neural networks for quantitative trading and map
convergent ideas and techniques that may guide future develop-
ments that lead to new advancements.

Despite the silos, this section’s examination of current literature
and recent developments confirms the self-interacting complemen-
tary nature of the approaches, both in terms of challenges as well
as techniques. The surveyed research spans a wide range of top-
ics in the application of transformers and other attention-based
architectures for quantitative trading. Investigated problems en-
compass tasks such as assessing the suitability of these attentive
designs for financial data, including the integration of multiple

data sources; predicting, simulating, and characterizing market and
asset dynamics in terms of price, returns, volatility, and order exe-
cution; discovering and engineering relevant features for financial
modeling; and weighting and ranking different alpha models when
composing portfolios. Recurring approaches involve jointly and
efficiently learning network representations for each task, be it
via custom loss functions that integrate financial objectives such
as risk-adjusted performance of trading signals and portfolios, or
within an RL framework that directly assesses the impact of de-
cisions for learning suitable policies and value functions. Table 1
summarizes this outlook and presents an overview of the literature
selected to thoroughly represent the possibilities of research, ap-
plications, and challenges within the field of quantitative analysis,
management, and trading of financial assets.

Overall, the results reported in the literature show promising
ways regarding the applicability of transformers and other attention-
based networks within the field, as they frequently surpass the
alternative models used as benchmarks. More specifically, the suc-
cessful approaches of distinct network architectures that incorpo-
rate self-attention mechanisms tailored to specific problems push
for research on new architecture variations and loss functions that
inherently carry information about the market and trading envi-
ronment. The attentive networks have also been successfully used
within hybrid contexts, deeming straightforward future develop-
ments that combine the networks with other techniques. In addition,
the literature would benefit from future research on foundational
work focused on understanding the reasons and contexts in which
attention-based network variants work best in quantitative trading
and mapping which components within these designs are relevant
for achieving target results with different markets and data regimes.

Results are not always in agreement, and the disaccord also cre-
ates opportunities for further investigations. For instance, when
forecasting the realized volatility of stocks, [41] found first-genera-
tion Transformermodels, such as TFTs, to underperform in financial
forecasting. On the other hand, [48] found the approach to outper-
form the benchmarks when used within a hybrid architecture and
directly optimizing financial metrics duringmodel training. Further-
more, that lack of diverse benchmarks, with comparisons mostly
against LSTM models, prompts comparisons between the novel ap-
proaches and other machine learning techniques that, for instance,
rely on established tabular data techniques.

Other research opportunities arise as recurrent topics from the
analyzed initiatives, including the exploration of ensemble tech-
niques, hybrid approaches [31, 41], transfer learning [12], online,
continuous learning, and RL-based formulations [5, 35, 44, 48],
and the integration of different data sources [12, 15]. On the other
hand, other topics remain largely underexplored, such as the effi-
ciency and costs of the usage of transformers in practical settings
of quantitative finance and trading. While addressed by [5], this
topic remains a gap worth exploring.

Some topics remain fully unexplored within the domain of trans-
formers for quantitative trading. For example, recent developments
within the general literature of transformers investigate uncertainty
quantification frameworks such as Conformal Prediction coupled
with the network design process [24], a line of research that directly
impacts finance.
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Table 1: Summary of literature of transformers and attention-based networks for quantitative trading.

Ref. Specialization Research problem Modeling approach Market
[3] Alpha Predicting log-return of Bitcoin with

LOB data.
Transformer, Autoformer, FEDformer, and HFformer architec-
tures.

Crypto

[5] Alpha Prediction of LOB mid-price, LOB
mid-price difference, and LOB mid-
price movement.

Transformer, Autoformer, Informer, Reformer, and FEDformer
architectures, compared against LSTMs.

Crypto

[18] Alpha Modeling signals for high-frequency
trading.

Vanilla Transformer without the decoder, coupled with an Ex-
ponential Moving Average model applied to the input for repre-
senting data on different time scales.

Forex

[11] Alpha Price movement prediction. Transformer with time embeddings for regression and classifi-
cation tasks.

Forex

[12] Alpha Price movement prediction. Transformers trained on top of price and technical analysis
features such as Bollinger bands and Relative Strength Index.
Benchmarked against ResNet LSTMs and a ResNet network.

Forex

[29] Alpha Price forecasting that yield a trading
signal based on the movement.

Hybrid approach with BERT and LSTMs. Futures

[35] Alpha Price forecasting. Ensemble of sliding-window temporal transformers. Equity
[15] Alpha Price forecasting. Canonical transformer. Futures
[25] Alpha Price movement prediction. Transformer Encoder Attention. Equity
[31] Alpha Sentiment analysis for creating fea-

tures and trading signals.
DistilBart-MNLI-12-1, GPT-1, GPT-2, GPT-3, GPT-4, BERT. Equity

[52] Alpha Sentiment analysis for creating fea-
tures and trading signals.

Chinese-GPT, Chinese-FinBERT, Erlangshen-RoBERTa110M-
Sentiment.

Equity

[19] Alpha Sentiment analysis for creating fea-
tures and trading signals.

Pre-training of crypto-specific language models based on BERT. Crypto

[48] Alpha Learning of trading action and
weights (position size).

Momentum Transformer, a hybrid architecture that combines
LSTMs and self-attention-mechanism capabilities, directly opti-
mizing the Shape Ratio during training.

Futures

[50] Alpha Learning of trading action and
weights (position size).

Transformer-based and U-Net neural networks within a deep
RL context for end-to-end models for single stock trading.

Equity &
cryptos

[38] Risk Volatility forecasting. Hybrid approach with Transformers, Multi-Transformers, au-
toregressive models, and LSTM units.

Equity

[41] Risk Volatility forecasting. TFT, Informer, Autoformer, and PatchTST, compared against
N-BEATSx, NHITS, and HAR.

Equity

[21] Risk Modeling and predicting volatility
surfaces.

PINN, ConvLSTM, self-attention ConvLSTM, phyisics-informed
convolutional transformer.

Options

[44] Risk Hedging derivatives SigFormer: a novel architecture that couples transformers with
path signatures.

Options

[39] Portfolio Construction of portfolios via rank-
ing.

Rank Transformer, a model that allocates assets by predicting
the rank of instrument efficiency.

Equity &
Forex

[53] Portfolio Prediction of stock returns for port-
folio composition.

Transfer learning from sentiment analysis applications. Adapted
transformer architecture.

Equity

[42] Portfolio Directly output weights for each
portfolio component.

Arrangement of convolutions and graph-attention mechanisms,
with risk-averaged returns used during training.

Equity

[40] Portfolio Point forecasting of cryptocurrency
prices and portfolio composition.

N-BEATS Perceiver, constructed on top of the Perceiver IO
architecture.

Crypto

[7] Portfolio Directly output weights for each
portfolio component.

Additive attention and self-attention mechanisms with LSTMs
and GRUs.

Equity.

[22] Portfolio RL for portfolio construction. Deep RL actor-critic formulation with a transformer variant
that implements two-dimensional attention with gating layers.

Equity

[1] Execution Fill-time prediction of limit orders. Combination of attention layers and convolutions. Equity
[27] Execution Learning vectorized representations

of LOB for market simulations.
Autoencoder neural network design with stacker transformer
blocks for capturing temporal correlations.

Equity

[36] Execution Learning LOB representations for
anomaly detection.

Autoencoder based on transformers for unsupervised capturing
of temporal vector representations.

Equity

[13] Execution Modeling LOB for market making. Combination of convolutions and attention for extracting fea-
tures from the LOB.

Equity
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Similarly, the quantitative trading literature can benefit from
recent developments regarding the usage of transformers within
Automated Machine Learning (AutoML) frameworks [32], includ-
ing Neural Architecture Search (NAS) methods [8]. For instance,
AutoML can be particularly useful for feature extraction and quick
investigation of trading signals and strategies. Additionally, theNAS
subset of techniques enables efficient processes for defining suit-
able architectures, including the creation of hardware-awaremodels
with improved inference latency and performance [8], which are
critical aspects of real trading systems.

Finally, a common challenge faced by the analyzed research re-
gards validation. Most of the analyzed initiatives resort to train-test
or train-validation-test splits, with single-set estimations of model
performance. While this might indicate trends, especially when
considering the collective positive results reported by most studies,
literature would benefit from the development of novel methods
that could drive the field towards standardized practices that fur-
ther improve reproducibility aspects and hinder false discoveries
of strategies and models.

4 Conclusions
This survey addresses the applications of transformers and other
attention-based networks within the field of quantitative analysis,
management, and trading of financial assets. We have analyzed the
existing applications of these architectures for quantitative trading
in a taxonomy of the specializations of Alpha Seeking, Portfolio
Construction, Risk Management, and Execution [33]. After com-
paring the literature in light of the research problems, modeling
approaches, and complementary results, we discuss current chal-
lenges that lead to future research opportunities.

The surveyed research covers a wide range of topics in the ap-
plication of transformers and other attention-based architectures
for quantitative trading. Investigated problems include tasks such
as assessing the suitability of these attentive designs for financial
data, including the integration of multiple data sources; predicting,
simulating, and characterizing market and asset dynamics in terms
of price, returns, volatility, and order execution; weighting and
ranking different alpha models when composing portfolios; and dis-
covering and engineering relevant features for financial modeling.
Recurring approaches involve jointly and efficiently learning net-
work representations for each task, be it via custom loss functions
that integrate financial objectives such as risk-adjusted performance
of trading signals and portfolios, or within Reinforcement Learn-
ing frameworks that directly assesses the impact of decisions for
learning suitable policies and value functions.

There are several challenges in the field that pose promising
directions for further research on the application of attention-based
networks. These challenges include possibilities regarding further
exploration of ensemble and transfer learning techniques, as well
as working towards advancements in validation mechanisms that
further improve reproducibility aspects and hinder false discov-
eries of strategies and models. Finally, some topics remain fully
unexplored and provide multiple opportunities for future research.
These include coupling the network design process with uncer-
tainty quantification frameworks, such as Conformal Prediction, or
the usage of transformers within AutoML frameworks.
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